A language can be viewed as a shared set of conventions that relate meanings (functions) to signals (forms). These conventions however emerge from episodes of language learning and use between individual members of a group. One important characteristic of these interactions is a ‘principle of density’ advocated by Bloomfield (1933) who states that “every speaker is constantly adapting his speech habits to those of his interlocutors” (quoted by Labov, 2001, p19). By now the question of how local alignment on different conventions can develop into a convention shared by an entire group is well understood, both from modeling (Castellano, Fortunato, & Loreto, 2009; Smith, 2014) and experiment (Centola & Baronchelli, 2015).

A robust prediction of many models is that a state of global consensus—a single set of conventions for the whole group—is almost always reached (Castellano et al., 2009; Blythe, 2015). This therefore precludes the emergence of multiple dialects within a mixing population, by which we mean the existence of multiple equivalent forms for the same function (whether at the phonological, lexical or some other level of linguistic structure) being used by agents who interact. These dialects are clearly a feature of human language, and arguably exist also in certain bird, dolphin and other animal communication systems, perhaps because they have evolutionary utility in allowing kinship or group membership to be discriminated (Fitch, 2000).

There are a few counterexamples to the prediction of certain consensus. If biases that favor a different specific convention within each subgroup pre-exist, a correlation between group membership and linguistic behavior can stably persist (Kandler & Steele, 2008). In this case, dialect formation is not spontaneous: the dialects simply mirror a set of pre-existing biases whose origins remain mysterious. One mechanism that is spontaneous, in the sense that individuals have no a priori bias towards one behavior over another, arises when individuals preferentially interact with those group members who exhibit similar cultural behaviour (Axelrod, 1997). Then, the network of social influence adapts to reflect differ-
ences in linguistic behavior. Intuition suggests that the converse process, whereby stable differences in linguistic behavior stem from (potentially static) variation in the degree of influence from different speakers, should also occur. This situation corresponds more closely to what is typically understood to be implied by Bloomfield’s principle of density (Labov, 2001), but so far coexistence of multiple dialects has been seen only in the extreme case of highly heterogeneous network structures (Dall’Asta, Baronchelli, Barrat, & Loreto, 2006). Blythe and Croft (2012) have proposed a mechanism by which this might occur under more general conditions: namely, a situation whereby agents acquire a bias in favor of behavior that correlates with that of influential agents they have previously encountered.

In this work, we show that this mechanism does indeed allow for spontaneous dialect formation under quite general conditions. We demonstrate this in a computational model with two contrasting types of influence structure in the network. When the network is divided into groups within which agents strongly influence one another but between which influence is weak, small initial differences in behavior between the groups can be amplified into distinct stable dialects, as long as the disparity in influence between and within the groups is large. This is consistent with what was already observed by Dall’Asta et al. (2006). However, we find that multiple dialects also emerge when agents are embedded in space and interact only with their neighbors, even if the degree of influence between interacting agents is uniform.

A linear stability analysis can be applied to determine the conditions under which an instability to the emergence of multiple dialects is present; this also shows that the state with multiple dialects is stable to small perturbations. This includes the fluctuations that are a consequence of linguistic interactions comprising a finite amount of data or agents having a finite memory. This result stands in contrast to game-theoretic models where dialects are neutrally stable (Zollman, 2005). In the case where the state of consensus is also stable, and cannot be escaped if reached, it is inevitably the case that a state with multiple dialects will eventually be destroyed. However, we will argue that the fact that speakers are discrete entities with variable behavior implies that multiple dialects may persist for many generations. A further feature of this model is that the bias derived from a historical average of interlocutors’ behavior, weighted by influence, can be re-interpreted as a bias in favor of the local majority convention. This regularization of variation is typically found to be present in experiments involving linguistic and non-linguistic variation (e.g. Hudson Kam & Newport, 2005; Reali & Griffiths, 2009; Smith & Wonnacott, 2010), and is suggested to derive from such purely cognitive factors as memory limitations or a prior expectation that the world is predictable. This work suggests that Bloomfield’s principle of density provides alternative origin of such an effect, in which regularization is a side-effect of variation in social influence between speakers.
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